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1 Introduction

Financial auditing is a long and time-consuming process that aims at ensuring that the information
in a company’s financial report is correct. It is an objective examination and evaluation of an
organization’s financial statements to ensure that the financial records are a fair and accurate
representation of the transactions they claim to represent.1 One of the crucial steps of financial
auditing is risk assessment, i.e., the process of identifying risks and rating the likelihood and impact
of a risk event [84]. Risk assessment appropriately informs the audit plan [98], which is generated
at the beginning of the audit, aiming at ensuring that appropriate attention is devoted to essential
aspects and potential problems are promptly identified. During this process, auditors examine
many risk factors, which usually come from industry rules, news feeds, and their own judgment
based on the contents of a financial report.

Various computational tools support or augment the human judgment of risk based on the
financial report. Lately, machine learning (ML) methods have supported some of these tools,
which, in turn, require sufficient and appropriate data. Since the financial reports of publicly
traded companies are openly available, academic research in this domain has focused on use cases
for which (human-assigned, ground truth) labels can also be obtained for these public reports.
Good examples of such labels are known misstatements, financial distress cases, or bankruptcy
events that are obtainable in widely available databases. Consequently, such historical data has
been used to train ML algorithms that give a probability of a report containing a misstatement or
revealing future financial distress.

In this work, we review the literature on ML methods for risk assessment using financial
reports. In particular, we provide an overview of the two prominent use cases in the literature:
misstatement detection and financial distress/bankruptcy prediction. Recent survey articles pro-
vide an overview of the scientific work for each of the two use cases [15, 99, 132, 188]. However,
as with older surveys [17, 196, 212], the main focus is on a specific use case and under specific
perspectives. The work in [99], for example, reports on efforts that deal with the identification
of fraud, which is one type of misstatement, namely intentional misstatement. The recent survey
of [15] extensively reviews trends over the years and challenges in various dimensions but also
focuses on fraud detection methods. Moreover, the survey of bankruptcy prediction methods in
[132] focuses on methods that use data from a particular country, and the work in [188] provides
a basic categorization of distress prediction methods based only on the ML method used. Finally,
bibliometric studies, such as the work in [66, 195], and [197], although helpful in conducting a
quantitative examination of the academic output and addressing current trends in the field, they
do not reflect the full spectrum of challenges and open issues faced in the domain.

In contrast to these surveys, this integrative survey contributes the following. We review the
related work of misstatement detection and distress prediction under the common umbrella of risk
detection, focusing on four axes that reveal the peculiarities of the financial domain and highlight
the challenges that need to be addressed. Considering that the principal input data for risk assess-
ment emerges from financial reports, we group the related work based on the features extracted
from the reports, the labeling sources, the evaluation approach, and the actual ML methods used.
The review provides two complementary viewpoints. The first focuses on the user, presenting the
two use cases in order to connect the ML-based approaches to the characteristics of the domain
that directly affect their performance. The second provides a more technical overview, revealing
issues, trends, research opportunities, and challenges that still need to be addressed.

The rest of the article is organized as follows: Section 2 provides an overview of the financial
reports, the primary data source for all methods. It provides basic information about reports,

1https://www.investopedia.com/terms/a/audit.asp
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highlighting their fundamental financial statements and the leading financial indices typically
used in risk assessment applications. Then, Section 3 provides the main categorization of
misstatement detection approaches (Section 3.1) and distress prediction approaches (Section 3.2)
along four dimensions: the input features, labeling sources, evaluation approach, and proposed
ML method. Based on this categorization, Section 4 provides a technical overview of the reviewed
methods, highlighting aspects that need attention and providing suggestions for further research.
Finally, Section 5 concludes the article with the most significant results and lists future work and
related directions to financial report analysis for the interested reader.

2 Financial Reports

A large part of the literature on ML for financial risk identification has focused on analyzing finan-
cial reports as they constitute public information. In this article, we focus on three cases of risk: the
risk of a report containing a misstatement, the risk related to the company being under financial
distress, and the risk of a company’s bankruptcy. In this survey, we explore distress and bankruptcy
prediction together because (a) they are conceptually connected, since the former event can lead
to the latter, and (b) there is no clear definition of financial distress, due to the fact that different
countries have different accounting procedures and legal rules.

Most of the literature uses annual reports, especially in the 10-K form2 used in the US as input
for these three risk cases [181]. Annual reports contain definitions and descriptions related to
the company. They also include discussions and disclosures, using domain-specific language, that
should provide a fair and credible representation of the company’s financial position. The nature
of the domain dictates a specific terminology which is provided in the glossary Table 1.

Moreover, financial reports should reflect risk factors and the management’s point of view re-
garding the future of the company. Financial reports combine textual and numeric data from sev-
eral consolidated statements of the company, including the following:

— Income statement: The income statement lists revenues, profits, earnings, costs, and ex-
penses. It contains attributes that reflect the total revenue, the cost of revenue, the gross
profit, income tax expenses, net incomes from operations, and more. Such indices constitute
factors of annual growth. They facilitate the comparison of the company’s financial status
to previous years and the examination of the consistency and growth of the company’s op-
erations and financial trends over the years.

— Balance sheet: As the name suggests, the balance sheet must balance up. The main idea is
that assets should equal liabilities plus equity. Thus, the balance sheet is often divided into
sections that describe what a company owns and owes. It contains attributes that reflect
the company’s assets, the cash and cash equivalents, the investments, the short, current,
and long-term debt, and more. In other words, the balance sheet reflects the health of the
company. Initial comparisons between total assets and liabilities can quickly reflect the com-
pany’s financial health.

— Cash flow statement: The cash flow statement shows the actual cash being paid by the
company and to the company. It can be broken down into operating cash flow, investing
cash flow, and financing cash flow. The operating cash flow shows how much cash the
company generates by operating its business. The investing cash flow shows the cash that
the company spent on property, plant, and equipment or on investing in other companies
and bonds. Finally, the financing cash flow reflects cash paid for bonds, dividends, and
similar items. Therefore, the cash flow statement contains attributes that reflect the changes
in receivables, capital expenditures, investments, net borrowings, dividends paid, and more.

2https://www.sec.gov/files/form10-k.pdf
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Table 1. Glossary of Terms used in Financial Reports and Statements in Alphabetical Order

Term Definition

Accounts receivable Money owed to the company by clients or services performed.

Accruals Provisions for liabilities for which an invoice has not been received.

Assets Total resources with monetary value owned by a company.

Balance sheet Overview of the company’s assets, liabilities, and shareholders’ equity.

Capital expenditure Money spent on a major project or asset.

Cash flow statement Overview of how the cash flows throughout a company.

Consolidated statements The overall financial statements of any entity with multiple divisions.

Cost of sales Cost of acquired and resold merchandise.

Current assets Assets that are expected to be turned into cash, sold, or consumed the coming year.

Current liabilities Amount to be paid within one year for salaries and other debts.

Depreciation Amount of expense allocated for certain types of assets that lose their value over time.

Dividend A way of distributing the profits to the shareholders.

Equity The amount of one’s practice’s total assets they actually own.

Expenses The costs associated with providing services over a period of time.

Financial statements Written records that convey the financial activities of a company.

Fiscal year A one-year period that companies use for financial planning and budgeting.

Fixed assets Long-term assets not expected to be turned into cash or consumed the coming year.

Income statement Overview of revenues, expenses, net income, and earnings at a specific range of time.

Intangible assets A class of non-physical, long-lived assets.

Long-term liabilities Amounts owed for debts that will not become due for at least one year.

Net accounts receivable Total accounts receivable minus an estimate for uncollectibles.

Net income The difference between total revenue and total expenses.

Net operating revenue Revenue generated by things that are not directly related to the services offered.

Operating revenue Revenue generated from the day-to-day operations.

Profit The amount of money after paying operating expenses, taxes, and other expenses.

Revenue Money collected or expected to be collected for providing services.

Tangible assets A class of physical assets that can be touched and seen.

Total assets The sum of current and fixed assets.

Total liabilities The sum of current and long-term liabilities.

Total revenue The sum of operating and non-operating revenue.

Uncollectibles An account that cannot be collected.

An example of a financial report is depicted in Figure 1, where a few sample pages are shown
to highlight the contents of such a report. Specifically, reports may be lengthy, consisting of
dozens or even hundreds of pages. They have many sections, that are called items, aiming at
illustrating different aspects of the status of the company, such as future risks, the auditor’s
opinion, the management’s opinion, and consolidated statements. In this example figure, the
first page of an annual report is shown (Figure 1(a)), providing basic information about the
company. Then, the table of contents is depicted (Figure 1(b)), illustrating the length of the annual
report, which in this case is more than one hundred pages. Additionally, a sample of the balance
sheet is presented (Figure 1(c)), as an example of a consolidated financial statement, and last, a
sample of a textual narrative is shown (Figure 1(d)), reflecting the management’s discussion and
analysis.

All the above statements provide a snapshot of the financial activity of a company for a specific
period. They provide a basis for computing rates of return and evaluating a company’s capital
structure. Thus, they constitute valuable information for auditors and other interested parties,
such as investors and analysts.

ACM Comput. Surv., Vol. 57, No. 9, Article 220. Publication date: April 2025.
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(a) First page

(b) Table of contents

(c) Consolidated balance sheet

(d) MD&A section

Fig. 1. Example of a financial annual report. This is a sample collage of pages showing (a) the first page,
(b) the table of contents, (c) a balance sheet, and (d) a discussion in free text.

ACM Comput. Surv., Vol. 57, No. 9, Article 220. Publication date: April 2025.
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Additional indicator variables can be defined based on the raw financial indices that appear in
the financial statements. Variables and ratios that reflect earnings, accruals, cash flows for financ-
ing activities, cash changes, and cash expenditure variations are commonly used in the literature
for financial risk assessment.

Such quantitative features that are based on financial indices or more complex variables are
used as variables in ML models for risk assessment. Research reveals that certain types of firms
are more prone to misstatement risks, such as those with more significant debt and covenant
restrictions [35, 71]. Such firms are more likely to have a higher amount of debt used to finance their
assets, and manipulation of earnings is more prevalent in cases where significant debt covenant
restraints exist. There is also evidence that earnings management, and particularly components of
executive compensation directly tied to company performance, are connected to increased risk of
misstating financial results [175]. Manipulation of earnings is generally performed through day-to-
day inflation of company accounts and leads to artificially inflating company revenues, which are
reflected in the financial statements [166]. Finally, other firm attributes reflected in the financial
statements, such as the use of leasing [56] and high expectations for market performance [190],
are also associated with high financial risk.

Similarly, numerical variables mentioned above that are directly extracted from the annual
reports and calculated ratios of those have also been found to be good predictors for financial
failure and bankruptcy. Very early work in the field [22] analyzed thirty financial ratios based
on cash flow, net income, debt, total assets, liquid assets, and turnover. According to that work,
the cash-flow to total debt ratio had the strongest ability to predict failure. Also strong predictors
were the net-income to total assets ratio, total debt to total assets, working capital to total assets,
current ratio, and no-credit interval. Starting with such ratios, the research at [10] identified 22
financial variables, including working capital to total assets, retained earnings to total assets,
earnings before interest and taxes to total assets, market value equity to book value of total debt,
and sales to total assets. The two studies above are the most referenced, leading to subsequent
work on distress prediction with more recent approaches [207].

Although much of the assessment of company health and risks has been performed using
quantitative data from financial reports, studies have shown that reports’ narratives and disclo-
sures provide value-relevant information regarding a company’s future [189]. Concerning how
annual reports are written and how they disclose information, there are clear indications that the
language deployed by management engaged in falsifying firm performance is discernibly different
from risk-free reports [166]. Additionally, substantial evidence indicates how our choice of words
can reveal our inner intentions [103, 167, 237]. The Management Discussion and Analysis

(MD&A) section of the annual reports is the one that has gained the most attention and has been
used in the majority of analyses. There are efforts that: (a) study the tone of the language used
in this section and reveal specific market reaction to positive or negative disclosures [80]; (b) try
to identify the relationship between the readability of annual reports and financial performance
[152]; (c) build on these latter studies trying to confirm that readability and language have incre-
mental power in predicting misstatement risks [129] and bankruptcy outcomes [154]. Although
the MD&A section has a monopoly in risk prediction using text data, there are other sections of the
10-K reports that are likely to contain narratives that deal with risk and uncertainty as reported in
[166], such as Item 1 Business, and Item 7A Quantitative and Qualitative Disclosures about Risk.

3 Machine Learning for Risk Identification

This section analyzes two prominent use cases of ML for identifying risk in financial reports. We
focus on the task of misstatement detection and the task of distress/bankruptcy prediction in
Sections 3.1 and 3.2, respectively.

ACM Comput. Surv., Vol. 57, No. 9, Article 220. Publication date: April 2025.
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Fig. 2. The generic approach to risk identification. Starting with raw data, a pre-processing step is required
to extract textual or numerical information or both. Then, a feature engineering step is needed to select
features or construct new ones from the raw financial indices or the text data. This step may also include
information from external sources, such as market data. The vectorized output of this step is used to feed
the machine learning algorithms.

In both case studies, as already mentioned, the majority of the related work relies on features
that are extracted from the financial reports of the companies. The process of preparing the
data and applying ML for risk identification is depicted in Figure 2. The first step involves the
collection of historical financial reports. Starting from such raw data, a cleaning or pre-processing
step is needed to extract the necessary information. Depending on the type of input each method
considers, specific text parts of the report or numerical values from the financial statements are
extracted. Then, a feature selection or engineering step is required to select or construct features
from the text data, the numerical data, or both. When numerical data are used, much work relies
on external data providers that have already performed this step and offer numerical variables
that comprise several financial ratios and market data. Finally, the vectorized data that reflect,
ideally, the financial status of each company, along with the corresponding labels about the type
of risk, can be used to train machine learning algorithms.

3.1 Detecting Misstatements in Financial Reports

A misstatement is an anomaly in the financial report that needs correction or requires a document
amendment. It can imply disclosure issues, readability issues, or even more severe cases that need
attention. Misstatements can be intentional or unintentional.

Most of the work on ML for misstatement detection treats the problem as a binary classifica-
tion, i.e., misstatement versus no misstatement. However, what constitutes a misstatement differs
across the literature. Much work deals with the identification of intentional misstatements, typ-
ically referred to as fraud detection. The most common examples of financial statement fraud
are management fraud, expenses manipulation, assets overstatement, and assets understatement.
However, some approaches deal with unintentional misstatements [133], and some do not distin-
guish between the two types of misstatement [26, 56]. Finally, some efforts attempt to distinguish
intentional and unintentional misstatements [104, 128, 175, 182].

Much literature focuses on comparing existing approaches, such as in [128]. A comparative
study of predictive models is also presented in [70] for the problem of misstatement versus

ACM Comput. Surv., Vol. 57, No. 9, Article 220. Publication date: April 2025.
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non-misstatement classification. The authors point out that excluding unintentional misstate-
ments from the data samples and focusing only on intentional misstatements may lead to
incomplete predictive models. This is because unintentional misstatements are more common and
should not be excluded. Furthermore, they point out that the evolving nature of financial fraud
has introduced a sophisticated level of hiding fraudulent activities through actions that appear
unintentional.

Besides the type of misstatement, misstatement detection approaches are differentiated mainly
by their focus on different input features. In particular, whether they use quantitative features,
derived from financial analysis or textual features. Moreover, different approaches also differ
according to the source used to label the training examples, the type of evaluation adopted,
and the machine learning method used. The following paragraphs briefly describe different
approaches along these four dimensions, explaining related terminology.

Input features: There are two main commonly used types of input feature: financial and textual.
Financial features may include indices and variables found in the financial statements, as well as
ratios calculated from the variables of the financial statements. Those features usually come from
proprietary databases like COMPUSTAT3 which uses professional tools for extracting information
from financial statements. Alternatively, they are extracted directly from the financial statements
using custom tools. On the other hand, textual features consider the tokens that appear in the text
or other linguistic information.

The features that are commonly used to train the classifiers are financial [11, 19, 42, 58, 97,
102, 106, 118, 125, 130, 131, 148, 163, 173, 179, 185] with the work in [56] and [41] being the most
influential in the literature. Both of these articles provide a comprehensive analysis of financial
indices, variables, and ratios. They also provide insights into the usefulness of different features
in detecting misstatements that have inspired many misstatement detection approaches. Other
features may concern operational characteristics, such as the turnover of top management or
past auditors [1, 81], which are usually combined with financial features. CEO characteristics
and auditor information have been used in recent work to enhance the feature representation of
financial ratios with such traits that could help in misstatement detection [89, 117, 176, 177, 225].

There are some approaches to misstatement detection that go beyond financial features. Most
work in this category has focused on the text of the MD&A section of financial reports. This
section provides qualitative information and reflects the management’s opinion and analysis of
the reported financial results. Based on this information, the work in [186] selects the best 200
words from a corpus of MD&A sections to use as features for classification. Those words are
assumed to be good predictors for misstatements, while in [113], the emphasis is on the use of
“pleasant words”, which are assumed to be used more commonly in fraudulent disclosures. Typi-
cally, those linguistic features come from pre-determined lists of words that have been associated
with intentional misstatements. Additional features that have been used in the literature include
readability measures, such as the average length of words and sentences, lexical diversity, and
sentence complexity [151]. Similarly, the authors in [91, 93] use word lists that assign sentiment
polarity (positive, negative, and neutral) to words, while others rely on lists of words expressing
anger, anxiety, and other negative aspects, as provided by the Linguistic Inquiry and Word Count
dictionary [135, 167]. On the other hand, the work in [82] does not rely on predefined word
predictors. It uses word tokens with their corresponding TF-IDF values to train classifiers and
predict misstatements. Last, in a recent approach [28], the authors use BERT to encode the first
and the last part of the management discussion section of the annual report separately and create
an ensemble of predictions from the two BERT models.

3https://www.marketplace.spglobal.com/en/datasets/compustat-fundamentals-(8)
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Finally, a few cases combine financial and textual features, such as the work in [100], which has
shown that it is possible to improve the predictive performance of the learned model by combining
the two types of features. In the era of deep learning with deep neural networks, a more recent
approach [52] has combined the two types of features by concatenating the neural encoding of
the documents with the financial features before the final classification layer. Similarly, the work
in [224] has combined both financial and textual information to train recurrent neural networks,
such as LSTMs, GRUs, as well as convolutional neural networks (CNNs).

Labeling sources: Various databases have been used to label the training examples in the datasets
throughout the related literature. In datasets containing reports of US companies, the most com-
mon labeling databases used are the US Government Accountability Office4 (GAO), the US
Securities and Exchange Commission (SEC) Accounting and Auditing Enforcement Re-

leases5 (AAER), and the Audit Analytics6 (AA) database.
GAO is a compilation of restatement announcements that cover misstatements associated

mainly with financial misrepresentation. AAER is a designation assigned by the SEC to adminis-
trative proceedings or litigation releases and covers intentional misstatements. Finally, AA tracks
financial restatements in public filings from EDGAR,7 the SEC’s Electronic Data Gathering, Anal-
ysis, and Retrieval system. A comparison of these databases can be found in [122].

AAER labels have been mainly used in cases where the focus is on identifying intentional mis-
statements [1, 20, 41, 52, 56, 81, 82, 97, 100, 146, 181]. On the other hand, GAO is less widely used
[128]. AA is an interesting source, containing a comprehensive set of various types of restatement
cases, with more information than the other databases. However, it is also seldomly used [70]. In
cases where the data sample comes from countries other than the US, alternative labeling sources
have been used, such as the Athens Stock Exchange and taxation databases in [130, 131, 179], the
Chinese Stock Exchange in [173, 224, 225], the Istanbul Stock Exchange in [16, 102], or other ex-
changes and organizations based on different regions, such as the work in [118] that focuses on
Iran, the work in [117] that studies firms in Taiwan, the work in [101] that examines Bosnian firms,
and the work in [105] that focuses on Poland.

A horizontal observation that emerges naturally is that using different labeling mechanisms
and different datasets in the literature makes it difficult to compare existing methods and draw
meaningful conclusions.

Evaluation framework: One of the main characteristics of misstatement detection as a classifi-
cation task is the rarity of misstatements compared to the total number of financial reports. Al-
though there is such a severe class imbalance, it is often assumed that the a-priori probability of a
misstatement is equal to that of an accurate financial report. Much work in the literature adopts
this assumption and uses balanced datasets for evaluation [58, 81, 89, 90, 97, 100, 101, 105, 113, 120,
125, 130, 149, 163, 173, 176, 177, 179, 185, 204].

A common and straightforward approach to creating such balanced datasets is to select as
many negative cases (i.e., legitimate financial reports) as the positive examples available (i.e.,
misstatements), usually coming from the same year and industry. The difficulty in finding positive
examples may sometimes lead to particularly small datasets comprising only a few dozen of
examples for each class [97, 101, 120, 125, 130, 176, 177, 204]. In more extreme cases, this procedure
leads to tiny datasets containing less than 50 samples [105, 163, 179]. If such models were deployed

4https://www.gao.gov/
5https://sites.google.com/usc.edu/aaerdataset/buy-the-data?authuser=0
6https://www.auditanalytics.com
7https://www.sec.goc/edgar.shtml
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in the real world, where the class distribution is heavily imbalanced, their performance might
differ significantly from that reported based on a balanced test set.

Admittedly, some efforts take a more realistic approach and consider the class imbalance of the
domain to some degree, usually with a positive-to-negative ratio between 1:3 and 1:6 [19, 52, 102,
106, 117, 118, 128, 131, 142, 146, 203].

Independent of whether and how class imbalance is handled, many approaches use unweighted
accuracy as an evaluation measure, treating all classes equally and producing misleading conclu-
sions. As an exception to this rule, Craja et al. [52] also report results using AUC (Area Under
the ROC Curve), sensitivity, and specificity, focusing on the positive misstatement class that is of
greatest interest. Methods that consider an even stronger class imbalance [1, 11, 20, 41, 56, 70, 93,
181, 186, 224, 225], utilize several measures beyond accuracy, such as AUC [1, 70, 181, 224, 225],
true negative rate (TNR) [70], Precision, and Recall [1, 11, 41, 102, 186].

An additional problem in how misstatement classification is evaluated is using random splits
and cross-validation, ignoring the dimension of time in the data. Such an approach is very different
from the real-world setting, where predictions need to happen on future financial reports based
on past data - a strong time-related requirement.

Recent work [20, 230] has started considering these issues. They suggest that misstatement
detection should be evaluated as an information retrieval task where results are ranked based on
the predicted probability of containing a misstatement. This is aligned with the use case where
a person checks the results of the systems and selects to assess some reports for misstatement.
Additionally, Bao et al. [20] have used ROC-AUC (area under the receiver operating characteristic
curve), Normalized Discounted Cumulative Gain (NDCG), and Precision on a small portion
of the test set to evaluate various ML methods. They have also considered the time dimension to
maintain the chronological order of the data when taking training and testing splits. Furthermore,
Zavitsanos et al. [230] evaluate classifiers in terms of R-precision, and at the same time, they
consider both the chronological order of the data and the fact that misstatements take time to be
identified in the real world.

Machine learning methods: Most of the novelty of related literature is in the engineering of
useful features for the problem. In terms of ML methods, many traditional algorithms have been
used and typically different classifiers are tested on the same data.

Kirkos et al. [130] use decision trees, neural networks, and Bayesian belief networks, with the
latter achieving the best results. At the same time, the work in [131] also examines the performance
of Support Vector Machines (SVMs) and K-Nearest Neighbors (KNN). SVMs have also been
used in [41]. In another study [148], logistic regression, neural networks, and classification trees
were considered, with logistic regression achieving higher accuracy than the others. In more recent
work [19, 173], regression trees and neural networks have been shown to achieve the best results.
Even more recent approaches that use gradient boosting trees and XGBoost, such as the work
in [11, 224, 225], also experiment with traditional methods (SVM, KNN, logistic regression). Such
models are usually considered baselines and compared to more state-of-the-art approaches, such
as LSTMs, CNNS, and GRUs [117, 224].

In general, different comparative studies of various ML methods [11, 16, 89, 102, 146, 181, 225]
have produced different conclusions with reduced generalizability. There are several reasons for
these inconsistent results: first, the datasets that are used are different and relatively small; sec-
ond, the features that are used are different; and third, there is no standard common evaluation
framework that adequately captures the particular characteristics of the domain.

Regarding textual features, only a few studies apply natural language processing (NLP) tech-
niques to represent the entire textual content of the crucial sections of the financial reports. Even
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in these cases, text is treated as a bag of words, turned into a feature vector for traditional machine
learning methods, such as SVM in [82], and Naive Bayes in [113]. To the best of our knowledge,
only a few methods [52, 224] use deep learning models for text analysis in financial statements.
The authors in [52] use a hierarchical attention network to model word sequences, and they con-
catenate the document encoding with quantitative financial features before the final classification
layer. Similar approaches are considered in [224], where recurrent neural networks are used and
compared against RusBoost and simpler classification models.

In the current era of Large Language Models (LLMs), approaches based on as GPT, FinBERT,
and FinGPT are increasingly applied to financial tasks, due to their ability to process complex
textual financial data. LLMs can be leveraged to analyze financial disclosures, earnings calls, and
company filings that may suggest misstatements [143]. FinBERT [13], for example, which is a
domain-specific variant of BERT, has shown promising results in financial sentiment analysis,
which can indirectly help to alert for potential irregularities in textual data [172]. On the other
hand, models like FinGPT [226] integrate financial news, reports, and other media to provide
context-aware analyses that can detect potential fraud or errors in financial statements [169].
More recently, the authors in [28] used LLMs, particularly BERT, to encode parts of the manage-
ment’s opinion text. To address the limitation of BERT regarding the length of the input sequence,
the authors used two BERT models to encode the first 512 tokens of the text and the last 512
tokens of the text and combined their predictions in an ensemble. Finally, FinChain-BERT [227]
demonstrated a successful application of BERT models in detecting financial fraud and effectively
handling complex financial text information.

3.2 Financial Distress/Bankruptcy Prediction

Financial distress is a situation where a company is unable to continue generating cash flows from
its business, maintaining its profitability, or meeting its maturing obligations as they fall due [112].
When a firm faces such a situation, a bankruptcy event becomes probable. Consequently, predic-
tion of financial distress and bankruptcy are essential components of risk assessment, providing
early signals of financial risks for the company and the interested parties.

We explore distress prediction and bankruptcy prediction together for two reasons. First, they
are conceptually connected. The first event can lead to the other. Second, there is no clear defi-
nition of financial distress because different countries have different accounting procedures and
legal rules [210]. Thus, no unified rule applies globally and explicitly states whether a company
is in financial distress. For these reasons, the most common labels used for training examples in
this problem are either distress predictions of auditors or bankruptcy labels coming from various
labeling sources [161]. Consequently, in this survey, we find studies that either use labels of dis-
tress for their predictors or use bankruptcy labels to predict events of financial default, depending
on the labeling source and their perspective on distress [48, 112].

Similarly to the misstatement detection use case, we can categorize the related work based on the
input features, the labeling sources, the evaluation framework, and the machine learning methods.
In the following paragraphs, we overview the approaches along those axes. Again, we assume that
financial reports are used as input data, containing valuable information about the tasks of distress
prediction and bankruptcy prediction.

Input features: Regarding input features, again, we find two main types that are commonly used:
financial indices, ratios, and textual features.

As far as financial features are concerned, much work relies on the pioneering work of Altman
that describes financial ratios for corporate bankruptcy prediction [10] and on the work of Beaver
[22] that has identified significant differences in several financial variables for bankrupt and
non-bankrupt firms.
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Much of the subsequent literature aimed at expanding the set of financial variables that could be
good predictors for distress or bankruptcy prediction [4, 7, 25, 32, 44, 47, 49, 50, 62, 63, 77, 79, 112,
116, 124, 139, 140, 147, 157, 160, 170, 178, 180, 187, 202, 210, 216, 228, 233], with the most widely
used ratios being the following: net income to total assets; working capital to total assets; returning
earnings to total assets; sales to total assets; total debt to total assets; current assets to total assets;
net income to net worth; total or current liabilities to total assets; cash to total assets; cash flow
operations to total assets or total debt; current assets or inventory to sales; and operating income
to total assets [24].

Another part of the literature aims at improving the prediction models by combining financial
variables with other sources of information about the company, such as (a) market features [38,
43, 61, 64, 144, 183, 213], (b) corporate governance, like the board structure, ownership structure,
leadership personnel, and others [9, 78, 121, 144], (c) characteristics of the country that the study
takes place [64, 114], such as that country-level data on the economic and business environment
and energy efficiency policies.

Additionally, it has been observed that the language used in the textual sections of financial
statements (and in other documents or media) to describe business operations and reports is
correlated with financial distress [12, 54, 138, 211]. Hence, some methods use text features from
financial reports, treating text again as a bag of words, ignoring word sequence, and counting
word frequency. For example, Laughran et al. [136] count the frequency of the word “ethic” and
phrases like “corporate responsibility” in annual business reports to determine if the company is
related to “sin” stocks. They find that managers of firms that discuss these topics are more likely to
be involved in unethical situations, which can be an indicator of the future financial health of the
company. Moreover, Bodnaruk et al. in [29] conclude that the frequency of negative words in an
annual report is more likely to identify inflection points. In their regression models, the percentage
of negative words in the 10-K documents helps indicate when a large company might suddenly slip
into being financially constrained, and they observe that the more managers believe the company
will face a more uncertain future, the more the text of the 10-K document will reflect this negative
outlook. These results have been confirmed in a more recent work [86] where the authors also con-
cluded that the more negative words in the annual reports, the higher the probability of financial
distress.

Finally, there is evidence that textual disclosures may help in distress prediction when combined
with financial variables [136, 151, 154]). However, only a few methods combine both types of
features [2, 37, 119, 156, 161, 162, 236]. They report improvement over using financial features
alone, concluding that deep learning methods, especially those that treat text as sequences of
words, can effectively capture the most relevant features from the textual sections to complement
the numeric data.

Labeling sources: A wide variety of labeling sources and datasets are used in the task of
distress prediction, mainly because there is no unified definition of whether a firm faces distress
issues. The work in [39] states that financial distress is characterized by insufficiency of liquidity,
equity, and debt default. Similarly, in [83], distress is defined as a severe liquidity problem that
cannot be resolved without a large-scale restructuring of the firm. According to [65], besides the
above characteristics, distress also includes the situation of having a negative net asset value,
which means that total liabilities exceed total assets. In [191], financial distress is defined as
any of the following: (a) business failure, which means that a company cannot pay the debt
even after liquidation; (b) legal bankruptcy, which means that a company has filed some form
of application and declared bankruptcy; (c) technical bankruptcy, which means that a company
cannot repay principal and interest; and (d) accounting bankruptcy, which means that the net
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assets are negative. Most recent studies, though, that collect data from developed countries focus
on predicting bankruptcy, which is the ultimate form of financial distress.

A significant part of the literature uses data about US companies, coming from SEC, COM-
PUSTAT and CRSP [32, 61, 63, 154, 156, 171, 183, 213], which contain bankruptcy indicators,
as well as from the Department of Treasury [36] and the Federal Deposit Insurance Cor-

poration (FDIC) [194]. Studies of non-US companies, such as Hungarian [132], Danish [161],
Norwegian [50], use worldwide data and labels from Bankscope, a database of micro-level
banking information in the banking sector, including data that can be used for bank bankruptcy
prediction [114].

Regarding European companies, data often comes from Bureau Van Dijk,8 a private database that
captures company information about compliance, supplier risk, corporate credit risk, and others
that can be used for distress and bankruptcy prediction [46, 55, 64, 67, 68, 184, 208].

A third part of the related work is focused on Chinese and Taiwanese companies, using data
and labels from the China Stock Market and Accounting Research Database (CSMAR), a
research-oriented database focusing on Chinese finance and economy [88, 141, 210], or from the
Taiwan Economic Journal (TEJ) database that provides data about corporate governance, credit
risk and compliance along with financial distress-related labels [46, 47, 110, 112, 144].

It is worth stressing again that different rules and mechanisms apply in different countries re-
garding what is considered distress and bankruptcy. Various data sources and labels that, in some
cases, indicate distress but do not, when applied to other countries, prevent the direct comparison
of different methods.

Evaluation framework: As in the case of misstatement detection, a common characteristic of
this use case is that the number of companies that face financial distress is much lower than the
number of healthy companies. Although the imbalanced distribution of classes in the data should
be taken into account, it seems that much of the existing work relies on balanced datasets, usually
by performing negative sampling based on industry and asset size [210]. In such cases where we
have a rebalanced dataset, the majority of work [5, 8, 25, 68, 72, 112, 132, 157, 170, 171, 184, 209,
210, 219] uses the measure of accuracy to evaluate the performance of the method.

Data rebalancing, through subsampling of the negative class (i.e., healthy companies), usually
results in small sample sizes due to the small proportion of distressed companies [5, 87, 88, 112,
116, 121, 141, 144, 154, 170, 183, 210, 219]. Thus, rebalanced datasets do not reflect the real world,
where the number of healthy companies is much bigger than those facing financial distress. Some
efforts experiment with slightly imbalanced data, having a positive-to-negative ratio of 1:2 and 1:3
[3, 31, 32, 53, 57], which is still far from the real-world scenario. Another interesting case is the
work in [32] and [53], which uses an imbalanced dataset in favor of the positive examples, in the
sense that the set of the distressed samples is three times larger than the non-distressed ones. This
is an analogy that is even further from the real-world situation.

Moving to methods that consider a more realistic class imbalance of the data, the work in
[7] uses a dataset where the positive examples account only for 3% of the data and provides
results in terms of failing likelihood probability, having different methods to produce different
rankings of firms that are likely to fail. Similarly, the work in [55] uses a dataset with severe
class imbalance and presents results in terms of mean bankruptcy probability, where a decision
threshold is needed to classify the companies as risky or non-risky. Moreover, the work in [208]
uses a large dataset of 63 K examples with only 256 positive cases. However, that work evalu-
ates results in terms of accuracy, which is inappropriate for highly imbalanced datasets. Finally,

8https://www.bvdinfo.com/en-gb/
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aiming at a more meaningful measure that does not simply average over the two classes, some
work [9, 44, 64, 119, 124, 156, 161, 178, 202, 233, 236] provides results in terms of ROC-AUC.

Machine learning methods: Going beyond initial work on statistical methods proposed in this
area [10, 22], many ML algorithms have been applied to distress or bankruptcy prediction, using
the financial ratios and indices related to the use case.

Starting with supervised methods, a large part of the related work has applied regression models
and especially logistic regression [63, 67, 87, 114, 121, 171, 183, 184]. Early work using artificial
neural networks in this domain [17, 127, 155] had already suggested a better performance than
regression and discriminant analysis [209]. In that direction, the work in [31, 48, 144] uses neural
networks and multilayer perceptrons for the task of distress prediction.

On a different perspective, Min and Lee in [165], as well as Shin et al. [198], present support

vector machines (SVMs) as good candidates for this task, assuming careful optimization of hyper-
parameters. Similarly, SVM-based approaches were also used in [31, 63, 76, 144, 154, 171, 206].

Bagging and ensembles of tree-based estimators have also been used in [68] and [63] respec-
tively, as well as ensembles of other estimators [88, 145] and Adaboost [115, 214]. Tree-based
approaches, like classification trees, have been used in [144] and [114], with the latter presenting
results using k-nearest neighbor (KNN) classifiers. In the spirit of ensemble methods, the
work in [40, 51, 223, 238] trains fast classifiers for bankruptcy prediction and bank failures in the
Eurozone, using gradient descent and tree ensemble learning via XGBoost.

Deep neural methods have also been applied in this domain. A hybrid approach of deep
belief networks with SVM was used in [134] for financial distress prediction, while Hosaka
[107] interestingly converted financial data to images to use a convolutional neural network
for bankruptcy prediction. Moreover, the work in [2] and [108] relies on deep neural networks,
either recurrent ones or using GoogleNet. Other recent work [53, 156, 161, 236] combines both
financial and textual features under a deep learning framework to predict financial distress events.
They use deep neural networks to represent the textual data, consisting of disclosures from the
annual reports, and concatenate the text representation with the financial features before the final
classification layer.

Focusing on NLP, the work in [205] utilizes deep learning based on the BERT encoder to show
the potential value of text for predicting the bankruptcy of small businesses. The authors in
[168] perform text analysis following a dictionary-based sentiment approach to predict corporate
bankruptcy, showing that the textual features built on the 10-K filings significantly improve
the classification performance of the prediction models on all segments, including small and
medium enterprises. In parallel with textual data, the work in [150] proposes an end-to-end
architecture that combines financial variables with annual reports to predict bankruptcy. The
financial variables are modeled as time-series inputs in a recursive neural network, while the
annual reports are handled separately by an NLP module. The module consists of an extractive
text summarizer, the output of which is given to a BERT-based encoder to produce a dense
representation of the text. The output document embedding is concatenated with the output of
the recursive neural network and fed to the final classification layer.

More recent foundation models have also be used in the task of bankruptcy prediction. LLMs can
analyze a combination of financial ratios, market data, and qualitative information (like manage-
ment commentary or market sentiment) to extract relevant features for predictive tasks. Models
such as BloombergGPT [222] and FinGPT [226] have been used for tasks like credit scoring and
company viability assessments, leveraging domain-specific pre-training on financial corpora to
enhance accuracy [143, 169]. Finally, LLMs have also been used for data augmentation in financial
tasks. The authors in [199] have used the Llamma-3 model to generate realistic 10-K text sections
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for bankruptcy cases, by utilizing indicative bankruptcy phrases as seed text in the input prompt,
while also asking the model to mimic the MD&A and the Auditor’s Opinion narratives. Moreover,
they used the LLM in a zero-shot classification setting, where they asked the model to directly
predict the bankruptcy label based on the text of the auditor’s opinion found in the 10-K report.
The authors noticed that the model may be biased toward bankruptcy test cases existing in the
data used for pre-training. To address this bias, they proposed a Named Entity Recognition step
that filters out all the people and company names in the texts before using them as input to the
LLM. They observed a drop in performance, indicating the possible challenges of using LLMs in
retrospective evaluation scenarios and the need to handle look-ahead bias.

Unsupervised methods, like clustering [7, 31, 55] and self-organizing maps (SOM) [3, 7, 208],
have also been used to address the lack of labeled data. The work in [3], in particular, uses a combi-
nation of genetic programming and SOM, while the work in [57] relies on clustering for identifying
less representative samples (outliers) and then trains classification trees on the remaining data. De-
scriptive and unsupervised methods, though, do not aim at predicting a target variable, but they
mainly focus on the intrinsic structure, relations, and interconnections. They aim at filtering or
grouping the data to reduce overall cost and processing time and help identify outliers. In such
cases, high-dimensional data are usually projected onto a 2-dimensional space to be more easily
analyzed and interpreted by domain experts [193]. Finally, a few efforts that are based on isolation
forests and auto-encoders have also been presented [157, 239].

Similar to the case of misstatement detection, comparative studies of methods for distress or
bankruptcy prediction [50, 69, 78, 116, 124, 192, 202, 236] suffer from the problem that the method-
ologies are not directly comparable due to the use of different datasets, different features, and
different evaluation approaches.

4 Technical Appraisal of Related Literature

This section provides an overview of the approaches presented in Section 3 under a technical
perspective. Based on the categorization of the approaches presented in the previous section, we
review both misstatement detection and distress prediction together since they share common
characteristics and challenges, aiming at highlighting the significant conclusions that can drive
future research. In particular, we examine the following aspects of each study: dataset size and
sources, features used, evaluation approach, data labels, and data characteristics.

Dataset size and sources: There is a wide variety concerning the number of samples used be-
tween datasets, ranging from a few dozen to thousands of samples. Much work uses datasets with
100-500 samples, and more than half of the related work uses datasets with less than 1,500 samples,
as shown in Figure 3. Especially in cases where the dataset size is of a few dozen or a few hun-
dred samples (i.e., 100-500), it is not easy to draw robust conclusions that reflect the generalization
potential of the proposed methods.

An additional challenge is the need for standardized and publicly available datasets. This is a sig-
nificant issue due to proprietary restrictions, privacy concerns, and the sensitivity of financial data.
Many datasets are owned by financial institutions or regulatory bodies, and access is limited to pro-
tect corporate and individual confidentiality. To fill this gap, the authors in [153] released a corpus
of financial reports for US companies with textual disclosures and pre-trained word embeddings.
This data can be combined with raw indices and numbers extracted from financial statements and
made available by the authors of [231, 232]. Moreover, the work in [14] uses the financial reports
provided in [153] and enhances them with financial ratios from COMPUSTAT and bankruptcy
labels to further facilitate and accelerate related research, while in the recent work of [199], this
dataset was further enriched to include the auditors’ opinions, providing an additional source of
audit-related information.

ACM Comput. Surv., Vol. 57, No. 9, Article 220. Publication date: April 2025.



220:16 E. Zavitsanos et al.

Fig. 3. Distribution of dataset size used in the re-
viewed articles. More than half of the articles use
less than 1500 samples.

Fig. 4. Distribution of types of features used in
the reviewed articles. The majority uses quantita-
tive financial features.

Financial reports constitute the primary source of information, since they provide free text that
reflects the financial status of the company, future risks, and the manager’s opinion. They also
provide numerical indices in the form of financial statements. However, much work and prepro-
cessing is required to extract the financial features from those statements, involving heuristics
to locate the required information or feature engineering to construct the necessary ratios and
variables. Besides that, there are parts of the financial reports that are underused. Most of the
related work uses the manager’s narrative when considering textual information. However, there
is evidence that other parts can also be helpful, such as the first section that presents the risks
of the company, as well as the section containing the auditor’s opinion. For example, the recent
work [30] identifies links between issues reflected in the auditor’s opinion and future bankruptcy
events.

Features used: Irrespective of the data size, the majority of the work uses quantitative financial
features to train the proposed algorithms for risk detection (Figure 4). In particular, much work
relies on the identification of the most appropriate features [20, 41, 45, 56, 77, 79, 109, 173, 238] that
serve as good predictors for each use case, which are then used to train classifiers by ML methods.
Such features are usually a combination of different “raw” indices found in the financial statements
that reflect risk aspects. However, recent work provides evidence that even individual raw financial
features alone can be good predictors for the same use cases [20]. Table 2 shows the financial
features that are more frequently used in the financial literature, including raw indices, ratios, and
market variables. One caveat with such features is that they require either much manual work to
be extracted or the development of custom tools to identify related tables in financial statements
and extract information from them. Moreover, these features typically require the combination of
financial figures from various external sources to the reports. This is why most related work relies
on proprietary databases to produce the training datasets.

Besides financial features, some methods also incorporate the text found in disclosures of the
annual reports. They either use text features alone, or in combination with financial features.
Two factors that contributed to the increased use of text are its availability in the reports and the
intuition that the language used may relate to financial risk [12, 29, 54, 86, 113, 136, 138, 151, 211].
Related methods focus on sentiment analysis, using predefined lists of negative and positive
words, linguistic features, and external lexica. On this basis, it is surprising that natural language
processing with deep learning methods has not been widely used yet, with the exception of a few
recent approaches [2, 52, 156, 157, 161, 224, 236].

ACM Comput. Surv., Vol. 57, No. 9, Article 220. Publication date: April 2025.



Machine Learning for Identifying Risk in Financial Statements: A Survey 220:17

Table 2. Financial Features that are Typically Used in the Literature

Current assets, total Account payable Assets, total
Common/ordinary equity, total Cash & short investments Cost of goods sold

Common shares outstanding Debt in current liabilities, total Inventories, total
Long-term debt issuance Long-term debt, total Net income

Property & equipment, total Depreciation & amortization Receivables, total
Income bf extraordinary items Investment and advances, other Retained earnings

Short-term inv/ments, total Current liabilities, total Liabilities, total
Preferred stock, total Sales/turnover Sale of common/preferred stock
Income taxes payable Income taxes, total Interest and expense, total

Price close, annual, fiscal WC accruals RSST accruals
Change in receivables Change in inventory Change in cash sales
Soft assets percentage Change in cash margin Change in return on assets

actual issuance Book to market Depreciation index
Retained earnings over assets Earnings before interest Cash Flow Earnings Difference

Change in employees Change in order backlog Return on pension plan assets
Leverage Market-adjusted stock return Earnings to price

Net income/total assets Current ratio Quick ratio
Sales/total assets Working capital/total assets Cash/total assets

Total debt/total assets Current assets/total assets Net income/net worth
Earnings bf int. & tax/total assets Inventory/sales Net income/sales

Total liabilities/total assets Current assets/sales Total debt/net worth
Market equity value/Total debt value Net worth/total assets Capital/assets

Cash flow operations/total assets Operating income/total assets Sales/inventory

In addition, in the era of deep learning, besides deep neural network architectures that focus on
text processing and creation of corresponding dense representations and embeddings, there are
similar architectures that handle categorical and numerical features [95, 96, 111], which remain
unexplored in the financial domain and particularly in the context of risk assessment.

One obstacle in adopting deep learning methods may be the requirement for interpretable clas-
sification decisions. Specifically, interpretability is the degree to which a human can understand
the cause of the decision of the model [164], or in other words, the degree to which a human can
consistently predict the model’s result [126]. The higher the interpretability of a machine learning
model, the easier it is to comprehend why specific predictions have been made. Interpretability
in this domain is critically important for justifying decisions supported by an automated system
for risk assessment. Most approaches that rely on data mining techniques, especially using
numeric data, seem to lack interpretation, explanation, and understanding from the practitioners’
viewpoint [18, 207]. Methods that rely on traditional classification techniques, such as decision
trees, are, in general, explainable in the sense that the classification model can be visualized,
and one can verify the decisions. However, in more complex algorithms, the justification of the
system’s decisions needs more attention. As an ML model’s performance increases, the model’s ex-
plainability generally decreases [21], and when dealing with tabular data, the techniques that are
mainly applied to address this issue rely on Local Interpretable Model-agnostic Explanations

(LIME) and Shapley Additive exPlanations (SHAP) [234]. This is also a factor that encouraged
the use of textual data and text features in this domain, as such features can help the user justify
their opinion given a statement or annual report, e.g., by identifying “red-flag” sentences in
the MD&A sections of the reports [52]. Figure 5 shows an example of a document containing a
misstatement. On the left (Figure 5(a)), the numerical features that contribute to the decision of the
model are identified using SHAP values, while on the right (Figure 5(b)), the “red-flag” sentences

ACM Comput. Surv., Vol. 57, No. 9, Article 220. Publication date: April 2025.



220:18 E. Zavitsanos et al.

Fig. 5. Interpretation of an instance with material misstatement. (a) The SHAP values are used to identify
the importance of features, when variables derived from the financial statements are used as predictors. (b)
Parts of the narrative section have been identified as “red-flags” using the weights of the trained deep neural
network, then the MD&A section is used as input. Images inspired from [234] and [52].

Fig. 6. Distribution of classes in the datasets. Almost 50% of the literature uses balanced datasets, while
less than 30% of the related work considers datasets with large class imbalance. Mild imbalance refers to
negative-to-positive ratios below 10:1.

of the MD&A section have been highlighted using the attention weights of a hierarchical deep
neural network.

Evaluation approach: As mentioned in Section 3, the typical case is to have many examples of
regular or risk-free financial reports and only a few reports that contain a risk of misstatement or
reflect a risk of financial distress. This class imbalance must be taken carefully into account when
estimating the performance of the trained models. However, much work uses either balanced or
mildly imbalanced datasets to train and test the algorithms (Figure 6).

Additionally, even when class imbalance is considered, standard measures such as model accu-
racy are widely used for evaluation (Figure 7), measuring the percentage of the correctly classified
instances. This measure seems to dominate, especially in cases that use small datasets containing
a few dozen or up to a few hundred instances (Figure 8). In cases where there is a severe class
imbalance between the classes, this measure can lead to misleading conclusions because it reflects
the ability of the model to correctly predict the dominating negative class, which is of far lower
interest than the positive one. Thus, reporting per class precision/recall or sensitivity/specificity
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Fig. 7. Distribution of evaluation methods used in balanced or imbalanced datasets. Accuracy or accuracy
plus additional measures, such as precision and recall (grouped under the category “Acc. and other”) prevail
in both cases. The next most commonly used measure is the area under the ROC curve (AUC).

Fig. 8. Distribution of evaluation methods by dataset size. Accuracy prevails noticeably when small datasets
are used. In larger datasets, additional measures are also used, either alone or reported together with
accuracy.

better estimates the classifier’s performance for this task, especially since the majority of the
related work adopts a supervised classification approach (Figure 9). Evidently, some previous work
has followed this approach, as shown in Figure 10. In addition, recent efforts have evaluated the
learned classifiers as rankers, based on the probability of the positive class and using information
retrieval measures such as AUC, NDCG, Precision at k and R-Precision [20, 230]. This way of
evaluating the real applicability and usefulness of the models is appropriate when a user (domain
expert) can make the best use of their available time by going through a ranked list of predictions.

However, using the area under the ROC curve (AUC) as an evaluation measure in highly
imbalanced data may give an overly optimistic assessment of the model’s performance. For
instance, the authors in [20] report AUC between 62% and 72.5%, while at the same time the
Precision ranges from 0.85% to 4.48%. This bias arises because the ROC curve’s false positive rate

(FPR) can become very small when the number of actual negative examples is large. As a result,
even a large number of false positives would only lead to a small FPR, leading to a potentially
high AUC that does not reflect the practical reality of using the model. Therefore, in realistic
evaluation settings that consider the high class imbalance observed in this domain, measures such
as the area under the precision - recall curve or other ranking measures should be preferred.
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Fig. 9. Distribution of ML method type used in
the reviewed articles. Most efforts use supervised
learning methods.

Fig. 10. Distribution of evaluation measures. A large
part of the work uses Accuracy.

On the other hand, some approaches, usually proposed by domain experts, introduce new spe-
cialized evaluation measures, e.g., in terms of the impact of risk on CEO/CFO turnover and eco-
nomic costs, as shown in Table 3 of Appendix A. The work in [104], for instance, searches for
positive correlations between CFO and CEO turnover rates for firms with misstatements, while
the work in [86] explores how financial distress relates to dependent variables, such as dividend
payments, percent loan loss provisions and return on assets (ROA).

Another important aspect of evaluating predictive models related to risk is the assumption on
decision cost. Most existing work assumes that the cost of misclassifying a true positive is the same
as that of misclassifying a true negative. In other words, the cost of misclassifying a financial
statement as not risky when it is, is the same as the cost of misclassifying a financial statement as
risky when it is not. However, this is not true in the real world, making the use of cost-sensitive
evaluation and learning approaches particularly interesting.

A further important parameter that needs to be taken into account in the evaluation process
is the dimension of time. Many methods reviewed so far use random splits and cross-validation
for training and testing, ignoring the chronological order of data. This is very different from the
real-world setting, where predictions need to happen on future financial reports. As a result, the
performance estimates using cross-validation are likely to be too optimistic when the trained
models are deployed in practice. When the chronological order of data is maintained, one needs
to also take into account that the predictive power of features (especially financial, which reflect
a snapshot of the financial status of a company at a specific period) may deteriorate when used to
make predictions for test sets with a large temporal distance from the training set [230]. Hence, if
one is after a good estimate of the performance of the model in a real-world situation, one needs
to carefully select the training and test sets, taking into account that the financial environment
changes.

The evolution of the financial environment means that the characteristics of the domain in terms
of financial features and the language used in the reports are also evolving and changing. For
instance, the authors in [59] noticed that there are significant changes between recent financial
documents and documents written two decades ago, in terms of the vocabulary and the style of the
language used. The work in [91] suggests that the quantitative financial numbers alone may not
change significantly when a company is behaving abnormally, but the writing style that is used
to communicate information changes. This position is not accepted by everyone though. A study
presented in [33], for instance, concludes that identifying abnormal behavior is a hard task on its
own, given the wide use of standardized boilerplate language for the reports.
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In summary, we need to start building methods that will be able to evolve together with the
financial environment, that will exploit rich representations of data of the domain, and that will
use transfer learning techniques to adapt quickly to new challenges of the domain.

Domain-specific language models have been shown to perform well in the context of deep
learning, such as BERT [60] models, as reported in [13, 34, 59]. Specifically, in that work, the BERT
model was trained in the financial domain, using annual reports from the SEC, and was evaluated
on related tasks, such as financial sentiment analysis and indexing. In these cases, the models
were able to capture the domain-specific language and outperformed models trained on general
texts. However, all these observations require further validation in more financial applications.

Other efforts use more recent financial variants of LLMs, such as FinGPT, BloombergGPT, and
Fin-chain BERT [222, 226, 227] to facilitate textual analysis in financial applications. LLMs in this
domain may offer great value in handling financial risk, by providing textual and contextual under-
standing. They may interpret nuances in language that other models may miss. They can combine
textual and numerical data to offer a more holistic analysis, and they can be adapted or fine-tuned
to financial datasets to specialize in this domain.

On the other hand, methods that rely on LLMs should consider that both misstatements and
bankruptcy are rare events, requiring additional techniques such as oversampling or careful
generation of synthetic data that mimic the minority class. Additionally, although LLMs can
generate plausible explanations, they remain a black box, and the explainability of the context
they generate is limited. Therefore, their use may pose potential challenges in terms of regulation
and governance. Currently, LLMs play an auxiliary role, aiding in text analysis or sentiment
analysis, which can then be fed into existing models that handle financial variables or text data.
This indicates that LLMs still have the potential to evolve and move beyond their current role as
powerful tools for augmenting existing methods [235].

Data labels: A common problem in training and evaluating predictive models is the subjectivity

of annotations/labels in the datasets. In both use cases of risk assessment studied in this article,
subjectivity may arise due to varying personal views or different legal and financial settings. In
particular, regarding distress prediction, as noted in Section 3.2, there is no commonly accepted
definition of distress across countries, and thus, different criteria may be used in different countries.
A company in one country may be considered to face financial distress, while a company with
similar characteristics and financial status in another country may be considered to be healthy.
Additionally, since financial distress is a dynamic situation that goes through various phases, from
mild to serious distress resulting in default events, it is hard to identify a single point in time at
which a company starts being in distress. In the majority of cases, financial distress is defined
strictly as a situation that clearly indicates financial difficulty, such as bankruptcy, or entering
a situation of special treatment (ST) by a stock exchange. Such a strict definition facilitates
research sampling and data selection but excludes the majority of cases that domain experts would
consider distress situations.

Another important characteristic of the data, which mainly applies to the case of misstatement
detection, is that the training set of negative examples may also contain positive ones (i.e., misstate-
ments). When the dataset is created, it is assumed that all the cases that have not been identified
as misstatements are negative examples. However, this is not always the case. The negative will
often include examples that are positive but have not been identified as positive (i.e., misstate-
ments) at the time. This is a very important aspect that is not widely considered. The work in
[20] deals with this issue to some degree, introducing a two-year gap between training and testing
datasets. The aim is at excluding the training years that may have the largest number of unidenti-
fied misstatements. The work in [230] improves on this aspect using the restatement date to label
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misstatements correctly at each training period. A more general treatment of this problem would
be to use methods that learn from positive and unlabeled examples (PU Learning) [23].

An additional issue, encountered specifically in the work on misstatement detection, concerns
the handling of serial misstatements, especially when considering text features as input. As
observed in [230] and [28], in some firms, misstatements span over multiple consecutive years,
which can be due to accounting errors that propagate through the years or even because the same
professional body is responsible for filing the financial reports. In such cases, it is important to
investigate if the trained model is actually learning the misstatement behavior, or merely learning
the writing patterns of serial misstatements and essentially overfits on these serial cases. It is im-
portant to handle such situations by including a qualitative evaluation, or by performing different
training and test splits of the data to exclude serial positive cases that appear multiple times in the
training set.

Throughout the review, we observed that different labeling sources are often used, even to label
the same annual reports. This happens especially in the case of misstatement detection, where
different labeling sources provide different kinds of misstatements [122, 230]. Depending on the
labelling source, the prediction task is made either easier or harder. For instance, it is easier to
detect intentional misstatements than unintentional ones, which may contain accounting errors
that are hard to detect in financial reports. On the other hand, in the case of distress prediction,
we usually see datasets that either use distress labels as defined by different countries, or even
use bankruptcy labels to detect financial distress. Overall it seems that there is a lack of good
benchmark datasets that could facilitate model development, evaluation, and comparison, and as
Table 3 shows, the datasets differ greatly across the various studies in the literature. This is also
due to the fact that very few annotated datasets are available openly because they require custom
extraction tools to gather financial variables, while the labeling of data requires much manual
effort that is usually performed by specific financial data providers. Additionally, the financial
domain is a sensitive area in terms of data privacy, and stakeholders, investors, company owners,
and researchers in the field are reluctant to share information and data that may lead to the
identification of an individual. However, we need to invest in efforts that will produce publicly
available labeled datasets to support the use of ML methods and accelerate progress in the field.

The various challenges highlighted in this section in developing predictive models for financial
misstatement and distress detection using ML remain largely unaddressed by current literature.
Significant effort has been invested in describing and addressing the above challenges, but methods
that consider all the characteristics and peculiarities of the financial domain are still missing.

4.1 Misstatement Detection Versus Bankruptcy Prediction

Throughout this survey, we viewed misstatement detection and bankruptcy prediction as the two
most prominent use cases of risk assessment, mainly due to the amount of work they involve. From
the technical appraisal of the related literature, it is evident that there are key overlaps between
these two cases in terms of features used (e.g., financial ratios and textual parts from financial
reports) and challenges (e.g., class imbalance, evaluation frameworks, available data). However,
these two tasks remain quite distinct and their differences arise from the nature of the problems,
the data used, and the goals of the predictions.

By its definition, financial misstatement detection aims at identifying whether a company’s
financial statements have been intentionally or unintentionally misstated. This translates to de-
tecting fraudulent or erroneous reporting practices. On the other hand, the goal of bankruptcy
prediction is to predict whether a company is likely to declare bankruptcy or face severe financial
distress in the future, which involves assessing the company’s financial health and, therefore, may
require a more complex analysis based on historical data for each company.
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By its nature, misstatement detection is often framed as a binary classification task (i.e., “mis-
statement” vs. “not-misstatement”) or multi-class (i.e., “fraudulent”, “not-fraudulent”, or “error”). It
focuses on anomalies or patterns that deviate from expected norms and typically involves under-
standing intentional manipulation or accounting errors, which may include accounting practices
or irregularities that may lead to material misstatements. On the other hand, bankruptcy predic-
tion can be framed either as a classification or a regression problem. It focuses on predicting the
likelihood of bankruptcy within a specific time horizon (e.g., one year, five years) and it is based
on long-term trends in financial health and risk of insolvency. It is, therefore, more suited to time-
series-based approaches or methods that examine historical data per company. In some cases, it
is more straightforward than misstatement detection, as it looks at objective metrics of financial
decline rather than deceptive intent.

Both methods rely mainly on financial reports and financial statements as data sources. However,
the task of misstatement detection can also benefit from other data sources, such as restatement an-
nouncements, accounting ratios, and management statements. In contrast, bankruptcy prediction
may benefit more by leveraging financial ratios, macroeconomic indicators, market data, and au-
ditor opinions. Therefore, misstatement detection often relies on features related to red flags, such
as accounting ratios, sudden changes in revenue or expenses, audit outcomes, or anomalies in cash
flow patterns, and behavioral indicators, such as management changes or audit firm switches. On
the other hand, bankruptcy prediction relies on features that capture financial decline over time,
such as debt-to-equity ratio, interest coverage ratio, working capital trends, operating cash flows,
and market conditions. In both cases, the data challenges are similar. Both misstatements and bank-
ruptcy are rare events. However, the data for misstatement detection may also contain label noise
that should be considered at the time of training or subtle manipulations that require feature engi-
neering or domain-specific expertise. On the other hand, the patterns leading to bankruptcy may
be more evident than those in misstatements.

Regarding evaluation measures, in both tasks, handling false positives and false negatives sepa-
rately is critical, due to class imbalance. Although standard measures such as accuracy, precision,
recall, and F1 score are often used, ranking measures or precision-recall curves that leverage prob-
abilistic predictions need to be incorporated.

Finally, misstatement detection and bankruptcy prediction are of relevance to different stake-
holders. Semi-automated misstatement detection can help regulatory bodies (e.g., SEC) for audit-
ing and enforcement or internal audit departments for risk mitigation. Semi-automated bankruptcy
prediction may be helpful for credit risk assessment by banks and lenders, investment decisions
by stakeholders, or for supporting early-warning systems for corporate management.

To enable all the above, availability and access to publicly available datasets is required.
However, as already mentioned, there is a limited amount of data publicly available. Commercial
datasets like Bloomberg, COMPUSTAT, or CRSP are behind paywalls, making them inaccessible to
many researchers. Both financial misstatements and bankruptcies are relatively rare and perhaps
not adequately recorded. Additionally, historical data might not capture changes in accounting reg-
ulations or financial practices. Moreover, sharing detailed financial data may breach confidentiality
agreements or legal restrictions, limiting dataset availability. Besides the efforts that are already
being made toward compiling large financial datasets [14, 153, 199, 231, 232], there are alternatives
and approaches for researchers to practice their methods. Platforms like Kaggle,9 UCI Machine
Learning Repository,10 or SEC filings11 are helpful sources for initial studies. Small datasets
from small or medium markets are also a good starting point [220]. In addition, researchers can

9https://www.kaggle.com/datasets
10https://archive.ics.uci.edu/datasets
11https://www.sec.gov/data-research
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create synthetic datasets by simulating financial ratios and firm-level data. Techniques such as
Generative Adversarial Networks [94] can help produce realistic synthetic data while preserving
privacy. Moreover, researchers can participate in challenges or hackathons hosted by financial in-
stitutions, which sometimes provide limited access to real-world datasets. Using existing financial
LLMs like FinBERT or FinGPT, which have been pre-trained on publicly available financial text
data, may also be helpful in the initial steps, since such models may provide contextual insights
even without direct access to proprietary datasets. These alternatives enable researchers to begin
working in the domain, while navigating the challenges of limited access to proprietary datasets.

5 Conclusion

This survey article presented a review of the scientific literature of ML approaches for risk identifi-
cation in financial reports. We identified two main use cases that heavily relate to risk assessment;
misstatement detection and financial distress prediction. Both cases affect at the same time the
company under consideration, the auditor, and other interested parties.

The review provided a categorization of the approaches along four principal dimensions: the
input features, the labeling sources, the evaluation method, and the ML methods used. This cate-
gorization aimed at acquainting the reader with the main aspects that affect the performance of
the ML methods, as well as to identify the main characteristics of the domain and the challenging
problems that should be considered.

The aforementioned categorization helped also to group together the various gaps and chal-
lenges that appear in both use cases, in order to study their technical aspects and suggest possible
future directions. The main takeaways are that although there is much work in the field with ML
methods, there are important challenges that require attention. Future work should consider the
following:

— the lack of standardized datasets in the field and the difficulties of compiling and distributing
open source data;

— the difficulties in choosing between different labeling sources and their implications on the
task per se;

— the need to model the problem under a semi-supervised (PU) learning setting to deal with
unreliable labels and annotations;

— the need to account for the chronological order of data and to evaluate the derived models
realistically, considering at the same time the severe class imbalance in the data;

— the need to use appropriate evaluation measures that focus on the correct class and truly re-
flect the performance of the learned models and they are not influenced by the large number
of negative examples or the severe class imbalance;

— the need to combine various types of features to improve the predictive performance of the
models and to incorporate text data;

— the need to use other parts of the financial reports that have not been sufficiently used and
may constitute good predictors for risk assessment;

— the need to use modern ML methods and approaches that can evolve together with the
changes of the financial domain and have the ability to model both textual data and numeric
or tabular data with modern neural representations;

— the need to incorporate explainability techniques to enhance the involvement of the users,
to explore unintended consequences, and to facilitate fairness of AI.

One should also be aware of numerous efforts that underline the value of financial report analy-
sis and can constitute interesting sources of research benchmarks and indicative results in the fu-
ture. Such efforts include workshops, such as the “Joint Workshop on Financial Narrative Process-
ing and MultiLing Financial Summarisation” [73]. The corresponding research community works
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on a number of identified challenges, through shared tasks: (i) financial narrative summarization
[74, 75, 229]; (ii) financial document structure extraction [27]; (iii) financial document causality de-
tection [159]. Since the related domain has been already overviewed by targeted survey articles, we
would also like to point the interested reader directly to such publications [123, 158, 218] that can
possibly help in the task of risk assessment by providing summarized and structured information.

All these endeavors, together with the investment of main stakeholders in AI research, form the
very challenging and very promising ecosystem of financial document analysis. This survey aspires
to constitute a starting point for researchers who want to delve deeper into this ecosystem of op-
portunities, providing a stepping stone toward research on ML for financial document intelligence.
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Appendix

A Grouping of Related Work

Table 3 provides a grouping of the related work based on dataset size, input features, evaluation
method and type of ML method used.

Table 3. Grouping of Related Work based on Dataset Size, Input Features,
Evaluation Measure, and Type of ML Method

Publication Data size Input type Evaluation Type of method
[217] 1700 samples, 49 pos Fin. variables Sensitivity Supervised
[125] 27 firms, 10 pos Fin. variables TP rate Other
[131] 164 firms, 41 pos Fin. variables Accuracy Supervised
[58] 100 samples Fin. variables Accuracy Unsupervised
[166] 408 samples, 102 pos Fin. variables Acc. TP, TN, Kappa Supervised
[100] 622 samples, 311 pos Text and fin. variables Acc. AUC, F1, TP, TN Supervised
[200] 5697 samples, 1127 pos Text Accuracy Supervised
[221] 228 firms, 114 pos Fin. variables AUC Supervised
[204] 75 samples, 38 pos Fin. variables Acc. Recall Supervised
[120] 158 samples, 79 pos Fin. variables Accuracy Other
[106] 390 firms, 51 pos Fin. variables Accuracy Other
[148] 1515 firms Fin. variables Accuracy Supervised
[19] 148 firms, 24 pos Fin. variables Accuracy Supervised
[90] 100 samples Text Accuracy Supervised
[174] 75 samples, 25 pos Fin. variables Accuracy Supervised
[130] 76 samples, 38 pos Fin. variables Accuracy Supervised
[113] 202 firms, 101 pos Text Accuracy Supervised
[1] 9000 firms, 815 pos Fin. variables AUC Other

[146] 576 firms, 129 pos Fin. variables Accuracy Supervised
[70] 64000 samples, 788 pos Fin. variables Acc., AUC, Specificity Supervised
[41] 3319 firms, 132 pos Fin. variables AUC, Recall Supervised
[104] 630 samples Fin. variables Turnover measure Other
[56] 2190 samples, 896 pos Fin. variables F-score Other
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Table 3. Continued

Publication Data size Input type Evaluation Type of method
[161] 278000 samples, 8033 pos Text and fin. variables AUC, Log score Supervised
[92] 1027 samples, 405 pos Text Accuracy Supervised
[128] 3000 samples, 788 pos Fin. variables Accuracy Supervised
[137] 312 firms Fin. variables Accuracy Supervised
[97] 181 samples, 86 pos Fin. variables Acc., Recall Supervised
[81] 132 firms Fin. variables Acc., Error rate Supervised
[181] 15900 samples Fin. variables ERC Supervised
[85] 398 firms, 199 pos Fin. variables Accuracy Supervised
[186] 6025 samples, 1130 pos Text Acc., Recall Supervised
[109] 144 firms, 72 pos Fin. variables Type I and II error Supervised
[173] 202 firms, 101 pos Fin. variables Acc., Sens/ty, Spec/ty Supervised
[91] 7100 samples, 405 pos Text p-value Other
[154] 122 firms, 61 pos Text Type I and II error Supervised
[86] 7200 samples Text Economic losses Supervised
[52] 1064 samples, 201 pos Text and fin. variables Acc., AUC, Sens/ty, Spec/ty Supervised
[112] 64 firms, 32 pos Fin. variables Accuracy Other
[32] 461 neg, 1387 pos Fin. variables Accuracy Supervised
[219] 32 neg, 32 pos Fin. variables Accuracy Supervised
[210] 212 neg, 212 pos Fin. variables Accuracy, AUC Supervised
[170] 290 neg, 131 pos Fin. variables Accuracy, P, R Supervised
[156] 1% positives Text and fin. variables Accuracy, AUC Supervised
[64] 1.29% positives Fin. variables AUROC Supervised
[55] 59K samples, 138 pos Fin. variables Mean bankrupt prob. Unsupervised
[208] 63K neg, 256 pos Fin. variables Accuracy Unsupervised
[7] 248 neg, 8 pos Fin. variables Failing prob. Unsupervised
[3] 841 neg, 420 pos Fin. variables Missclas. cost Unsupervised
[31] 44 neg, 21 pos Fin. variables Accuracy Unsupervised
[20] 1% positives Raw indices AUC, NDCG, Precision@K Supervised
[230] 1.1% positives Text and fin. variables R-precision Supervised
[47] 786 neg, 262 pos Fin. variables AIC value Supervised
[63] 120 neg, 120 pos Fin. variables ROC Supervised
[49] 500 neg, 500 pos Fin. variables Class. ratio Supervised
[62] 71 neg, 65 pos Fin. variables Acc., Sens/ty, Spec/ty Supervised
[139] 153 samples Fin. variables Accuracy Supervised
[140] 135 samples Fin. variables Accuracy Supervised
[147] 120 neg, 120 pos Fin. variables Accuracy Supervised
[228] 64 neg, 56 pos Fin. variables Sens/ty, Spec/ty Supervised
[144] 239 neg, 239 pos Fin. variables Acc., Type I, II error Supervised
[114] 629 samples Fin. variables Accuracy Supervised
[162] 262 samples Text AUC Other
[36] 1.3% positives Fin. variables Failure prob. Other
[194] 7973 neg, 320 pos Fin. variables Acc., F-score, Type I,II Supervised
[87] 250 samples Fin. and risk variables Accuracy Supervised
[171] 624 neg, 697 pos Fin. variables Accuracy Supervised
[76] 42 samples Fin. variables Acc., Sens/ty, Spec/ty Supervised
[203] 440 neg, 110 pos Fin. variables Accuracy Supervised
[142] 45 neg, 12 pos Fin. variables Accuracy Supervised
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Table 3. Continued

Publication Data size Input type Evaluation Type of method
[149] 160 neg, 138 pos Fin. variables Accuracy Supervised
[225] 35.9K neg, 4.4K pos Fin. variables AUC, NDCG, P, R Supervised
[224] 4886 neg, 244 pos Text and fin. variables AUC, Acc., P, R Supervised
[185] 1:1 ratio Fin. variables Other Other
[179] 23 neg, 23 pos Fin. variables Acc., Sens/ty, Spec/ty Supervised
[163] 25 neg, 25 pos Fin. variables Chi-square Other
[176] 200 neg, 200 pos Fin., categorical Acc, P, R, F1 Supervised
[177] 200 neg, 200 pos Fin., categorical Acc, P, R, F1 Supervised
[89] 464 neg, 464 pos Fin., categorical Other Supervised
[102] 1384 neg, 321 pos Fin. variables Acc, Precision Supervised
[118] 135 neg, 45 pos Fin. variables TPR, FPR Other
[117] 102 neg, 51 pos Text and fin. variables Acc, P, R, F1 Supervised
[101] 68 firms Fin. variables Other Other
[105] 8 firms Fin. variables Accuracy Other
[11] 31.6K neg, 1.5K pos Fin. variables Acc. P, R, F1 Supervised
[4] 244 firms Fin. variables AUC, PRAUC, Acc. Supervised
[8] 2859 samples Fin., categorical Acc., P, R, Type I, II Supervised
[44] 11K samples, 422 pos Fin. variables AUC Supervised
[25] 1850 firms Fin. variables Accuracy Supervised
[53] 218 neg, 820 pos Text and fin. variables Acc., AUC, R Supervised
[116] 133 firms Fin. variables Acc., AUC Supervised
[187] 4366 firms Fin. variables AUC Supervised
[233] 2.4K neg, 456 pos Fin. variables AUC Supervised
[124] 5K-10K neg, 200-515 pos Fin. variables AUC, P, R, F1 Supervised
[178] 558K neg, 109K pos Fin. variables AUC, F1 Supervised
[180] 3000 firms Fin. variables AUC, P, R, F1 Supervised
[236] 1360 neg, 67 pos Text and fin. variables AUC Supervised
[9] 1651 firms, 194 pos Fin., categorical Acc., AUC, P, R Supervised
[78] 2860 firms, 62 pos Fin., categorical Acc., Type I, II Supervised
[215] 1000 firms Fin. variables AUC, P, R, F1 Supervised
[216] 4000 firms Fin. variables AUC Supervised
[119] 1128 neg, 69 pos Text and fin. variables AUC, other Supervised
[202] 5K-10K neg, 200-515 pos Fin. variables AUC, Sens/ty, Spec/ty Supervised
[121] 68 neg, 68 pos Fin., categorical Other Supervised
[192] 408 firms, 43 pos Fin. variables Acc., P, R, F1 Supervised
[2] 640K firms Text P, R, F1 Supervised
[6] 503K neg, 138K pos Fin. variables Acc., Spec/ty, Sens/ty Supervised

[239] 1.2K-5.8K neg, 14-30 pos Fin. variables Other Unsupervised
[157] 6725 neg, 274 pos Fin. variables Acc., Spec/ty, Sens/ty Unsupervised
[108] 2168 firms Fin. variables F1 Supervised
[201] 58K neg, 6057 pos Fin. variables Spec/ty, Sens/ty Supervised
[209] 4000 firms Fin. variables Acc., Type I, II Other
[5] 200 firms Fin. variables Acc., P, R Supervised
[28] 30.6K neg, 289 pos Text and fin. variables AUC, NDCG Supervised
[150] 5688 neg, 502 pos Text and fin. variables Accuracy Supervised
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